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Abstract-Sorting plays a major role in theoretical computations and makes data analysing easy. Even 

though existing algorithms show good performance in time and space consumption, new techniques are 

still being fabricated. An efficient non comparative, individual digit clustering, integer sorting algorithm, 

radix sort seems to be taking 𝑶(𝒏). However, in general, it takes 𝑶(𝒏𝐥𝐨𝐠( 𝒏)) as the best performance 

comparison based algorithms do. In order to achieve a better performance algorithm than existing ones, 

we introduce an inspiring technique based on radix sort. This technique divides set of decimal integers in 

two groups with respect to bits in the same position in the binary representation. This steps is repeated 

within each subgroup and the process is continued until the list is sorted. Most significant non zero bit of 

maximum value is used as pivot bit for partition in each step and avoids to run through leading zero bits. 

This consumes 𝑶(𝒄𝒏) time where 𝒄 is significantly less than𝐥𝐨𝐠 𝒏. 

Keywords-divide and conquer technique, time complexity, radixes. 

I. BACKGROUND 

Sorting is a technique that arranges the elements in ascending or descending order. It is important to data 
canonicalization and algorithm optimization. A set of elements can be ordered numerically or lexicographically. 
Most of these algorithms compare elements on the entire list in a certain way in order to sort. These comparing 
and exchanging processes are executed iteratively or recursively based on the approaches adopted. The 
fundamental comparison-based sort, such as bubble sort or selection sort takes 𝑂(𝑛2) time in average/worst case 
[1]. However, 𝑂(𝑛log ( 𝑛) ) is an achievable worst time by some comparison-based algorithms (e.g. merge, 
heap). The same time order of 𝑂(𝑛log(𝑛)) is taken by quicksort and heapsort in average case [2], [3]. In best 
case, a non-comparative sorting algorithm radix sort can have an excellent performance with𝑂(𝑛)time, but it 
takes 𝑂(𝑛log(𝑛)) time in average case [4]. We can realize usage of this sort in several applicable areas [5] and 
new techniques were developed frequently based on it [6]–[8], specially parallel versions which support high 
performance and GPU computing [9]–[14]. We are going to look at an overview of fundamental radix sort, and 
radix exchange sort, then explain our new approach followed by test cases and discussions. 

A. Radix Sort 

A radix sort deals with individual digits to sort integers.It examines digits which are in same position and 
sortsintegers based on those digits, in a certain way. In the case of decimal numbers, there are ten possible digits 
that need to be considered in comparison.It therefore requires another algorithm to organize the individual 
digits.Algorithm of radix sort can be simply written as follows:  

𝒇𝒐𝒓 𝑘 ∶=  0 𝒕𝒐 𝑑 − 1          (1) 

Sort the array of integers of d digits in a stable way, looking at 𝑘𝑡ℎdigit only. 

The running time depends on the stable sort that is used to sort digits at each position. Suppose it takes𝑂(𝑛), 
then the total time complexity will be𝑂(𝑑𝑛). Sorting begins from least significant or most significant digit based 
on approaches adopted: 

Least Significant Digit radix sort (LSD): It starts from the least significant digit and moves the processing 
towards the most significant digit (that is from the right most bit to the left most bit). Thissort typically works as 
follows: e.g. consider the array of six 2-digit numbers 7, 12, 11, 23, 4, 20. Sort by the digit at position 

zero, 20, 11, 12, 23, 4, 7 and then sort by the digit at position 1, to get 4, 7, 11, 12, 20, 23. We 
need to consider as a bulk of numbers which have same digit at the processing position, and move the bulk 
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without collapsing inside during an arrangement at a stage. So, in this example the numbers 4 and 7 have zero at 

position 1 and move together without reordering themselves, similarly (11, 12) and (20, 23) keep their order 
within their bulk.  

Most Significant Digit radix sort (MSD): It starts from the most significant digit and moves towards the least 
significant digit. MSD radix sorts use lexicographical order which is suitable for sorting strings such as words, 
or fixed-length integer representations. Consider the previous example, sort by digit at position 1, and then by 
digit at position 0: to get 7, 4, 12, 11, 23, 20and 4, 7, 11, 12, 20, 23. 

In case of binary number sorting, there are no additional methods needed as they have only two possible 
digits. In order to use this bitwise comparison technique, integers would be represented in a binaryformat.  

Binary level analyzing is a most suitable way for data represented in computers, because they use binaries in 
their lower level representations. Binary digits of data shall be considered to rearrange their original values in a 
particular order. Radix sort in binary level is a most applicable technique. Bitwise implementation of radix sort 
is called as radix exchange sort. 

B. Radix Exchange Sort 

Array of key elements 𝑥𝑖s are partitioned into two groups based on 𝑘𝑡ℎbit (i.e. bit at 𝑘𝑡ℎposition) of each step 
and this partitioning is processed recursively until all bits have been accessed. 

𝒇𝒐𝒓 𝑘 =  𝑑 − 1  𝑡𝑜 0  𝒅𝒐 
repeat 

scan top-to-bottom to find a key having 1at position k; 
scan bottom-to-top to find a key having 0 at position k; 
exchange keys; 

until scan indices cross; 

It works like partitioning in quicksort, but it uses bit value in a significant position as a pivot element in each 
step. Elements which have 1 at the current bit are moved into one group and others will be into another group. 

E.g., let us sort a set of binary numbers 𝑠 =  {110, 010, 100, 111, 011, 101, 001}. Starting with 

the most significant bit at 𝑘 =  𝑑 − 1(=  2) (assuming least significant digit index is zero), s is split into two 
sets s0 and s1 while keeping the relative order amongst those numbers having the same bit in position k : 𝑠0 =
{010, 011, 001} and 𝑠1 = {110, 100, 111,  101}, as shown in the tree of Figure 1.  This process 
continues for bits at each bit position, until each set contains only one element. 

Considering the bit at position 1,  

s0becomes s00={001} and s01={010,011}. 

while s1becomes s10={100, 101} and s11={110, 111} 

Considering the bit at position 2,  

s00needs no further split as it is only one element,   

s01 becomes s010={010}, and s011={011} 

s11 becomes s110={110}, and s111={111} 

Finally the sorted list obtained by collecting the leaf-nodes: left-to-right (for ascending order) or right-to-left (for 
descending order). 

 

 

 

 

 

 

 

 

 

 

Figure 1. Tree Depicting Recursive Partitioning 

{010,  011,  001} 

{𝟎𝟎𝟏} {010,  011} 

{𝟎𝟏𝟎} {𝟎𝟏𝟏} 

{110,  111} {100,  101} 

{𝟏𝟎𝟎} {𝟏𝟎𝟏} 

{110,  010,  100,  111,  011,  101,  001} 

{110,  100,  111,  101} 

bit at d-1 (=2) 

bit at d-2 (=1) 

bit at d-3 (=0) 

{𝟏𝟏𝟎} {𝟏𝟏𝟏} 
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The time complexity of this approach is 𝑂(𝑏𝑛)  where b is the number of digits, b may go up to 32 or 64 
depending on the type of integer. Another important fact is range of given numbers. Comparisons shall be 
dodged substantially when the difference between maximum value and minimum of value of the array elements 
is large while the number of elements is small. Avoiding leading zeros would save the time. E.g. suppose 

𝑠, (={000110, 000010, 000100, 000111, 000011, 000101, 000001}) has the same numbers 
but in six digits with leading zeros as necessary. At any stage, the first three leading zeros can be avoided from 
comparison. The maximum value in the set of integers influences the amount of digit comparisons. 

We have adopted a new approach on radix sort that avoids leading zero bits in comparison. In this approach, 
the number of digits, 

 𝑏 = ⌈log(𝑚𝑎𝑥0≤ 𝑖 <𝑛 (𝑥𝑖)) ⌉         (2) 

The time complexity would be 𝑂(𝑛)if  𝑏 ≪ 𝑛. 

II. OUR SCHEME 

Take the most significant non-zero bit of the maximum into pivot and make partition by pivot bit until each 
partition has a single element. Each partition is further partitioned into two and so on until no more partitioning 
is needed. When a partition has no more than one element no partition is required. At each step partitioning is 
based on the next left most significant 1-bit among the set to be partitioned - that is, the bit of the largest element 
in the set. The leading zeros in binary representation of entire integers would be skipped without comparing.  

How to make partition in each step? Figure 2 shows this clearly with an example. The number set 
{154, 18, 22, 5, 1, 0}is initially partitioned by the bit at position 7 for 154, got modular values 

{26, 18, 22, 5, 1, 0}(these are given in parenthesis in Figure 2) and then by bit at position 4 is used to 

partition the set { 18, 22, 5, 1, 0}because bits at positions 6 and 5 are zeros in each number in the current 

set, so here, first non-zero bit at bit position 4. Now we have modular set {2, 6, 5, 1, 0}and it is 

partitioned into two sets {5, 1, 0}and {2, 6}.Similarly bits at positions 4 and 3 are skipped in next step and 

both partitions {5, 1, 0}and {18, 22}are split by the bit at position 2. Finally leaf-nodes in the tree from left 
to right give numbers in ascending order. 

Figure 2.Bitwise partition based sorting 

We have an array of integers, say𝑎[0: 𝑛 − 1], with fixed size 𝑛 ≥ 0that has to be sorted in ascending order. A 
sequence of pairs that represent the range of integers maintained through the looping. Integers within the 
range(𝑓, 𝑙) are partitioned using the pivot bit into two sub-ranges, (𝑓, 𝑖) and (𝑖 + 1, 𝑙) until ranges with one 
element, which will need no further partitions. The loop terminates with the comparison using the last bit. The 
partitioning is performed with the left most bit of the maximum value within each sub-range. This iteration 
starts with 𝑠: = ((0, 𝑛 − 1)). The following program adopts the notations used by David Gries [15].  

Program: 

{Precondition: n≥2} 

s:=((0, n-1)); 

{Invariant:  𝑠 is a sequence of pairs (i, j) representing disjoint array sections 
a[i:j] of a[0:n-1].It is ordered if and only if all the disjoint partitions given 

in sequence are.} 

{Bound function: (max(0,n-1))-size(s) } 

do s≠()→(f,l),s≔s[0],s[1..]; 

   i,j,b≔f,l, lmb(max(f,l)); 

if j-i≤1 → skip; 

{18 (18),  22 (22),  5 (5),  1 (1),  0 (0)} 

{5 (5),  1 (1),  0 (0)} {18 (2),  22 (6)} 

{18 (2)} {22 (2)} {5 (1)} {1 (1),  0 (0)} 

{0 (0)} {1 (0)} 

{154,  18,  22,  5,  1,  0} 

{154 (26)} 

Compare bit at 7 

Compare bit at 4 

Compare bit at 2 

Compare bit at 0 

Compare bit at 2 
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   j-i>1 → {Invariant: bit(a[f:i-1],b)=0 ∧ bit(a[j:l],b)=1} 
{Bound function: -i } 

do (i<j)∧(bit(a[i], b)=0)→i≔i+1; 

(i<j)∧(bit(a[j],b)=1) → j≔j-1; 

(i<j)∧~((bit(a[j],b)=1)∨(bit(a[i],b)=0)) → a[i],a[j],j≔a[j],a[i],j-1; 

od 

   s≔(f,i-1)|(i,l)|s; 

fi 

od 

{Post condition: ∀i:0≤i<n-1:a[i]≤a[i+1]} 

Predicate max is used to infer maximum value within a range in the array a. The lmb gives the bit position of 
the left most 1-bit of integer, and the bit yields a bit value at specific bit position of a given integer. According 
to the bound functions of loops, the complexity is of 𝑂(𝑐𝑛), whenever 𝑐 < 𝑏 

This approach is implemented in two ways based on the technique using to keep track of bit position. First 
way reduces the time taking to perform arithmetic operations. Second way focuses on memory consumed by the 
program code. 

A. Way 1 

In this way, an additional array is used to keep modular value, the remainder (numbers denoted within 
brackets in Figure 2 yield by dividing non pivot bit,calculated in each step. 

Algorithm 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

The needed memory space depends on the size of the array used to maintain runtime data. The occupied 
memory is doubled (2n) by using two arrays: a, ma with size of n. In order to minimize the memory 
consumption, we introduced the second way without using an additional array.    

 

a:array of elements to be sorted. 

ma: array to keep modular values, initialized with zero. 

pd: dth place value for divisor. 

DDSMax ( f, l ) { 

 i =f 

 j =l-1 

 size =l-f 

 max =𝑀𝑎𝑥𝑖≤ 𝑘 ≤ 𝑗(𝑎𝑘) 

 if  ( max >2𝑒 and  max ≤  2𝑒+1  ) pd = 2𝑒 

 if (size > 1)  and (pd ≥ 1) { 

  while ( i  <  j) {  

   while((i  <  j )   and ( 
𝑚𝑎𝑖

𝑝𝑑
 ==0 ))   i = i+1  

   while ((i < j)  and ( 
𝑚𝑎𝑗

𝑝𝑑
==1) ){ 

    𝑚𝑎𝑗  =  𝑚𝑎𝑗  mod pd 

    j =j-1  

   } endWhile 

   if ( i< j) { 

    𝑚𝑎𝑖  =  𝑚𝑎𝑖  mod pd 

    swap (𝑎𝑖  ,𝑎𝑗) 

    swap (𝑚𝑎𝑖,𝑚𝑎𝑗) 

    j =j-1       

   } endIf  

  }  endWhile 

 } endIf    

 if (𝑚𝑎𝑖/ pd == 0) i = i+1  

  else  𝑚𝑎𝑖 = 𝑚𝑎𝑖  mod pd  

 DDSMax (f,i) 

 DDSMax (i,l) 

} 
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B. Way 2 

Specific bit is taken in each step by locating the position. 

Algorithm 

 

Inthis way, additional calculation is needed to find maximum using the methodMaxAtStep in each stage. This 
method uses most significant bit of the maximum value on previous stage. 

III. RESULTS AND ANALYSIS 

We tested the algorithm implementing it in C# with randomly generated array of integer, in various sizes. The 
number of iterations are calculated for each test case analysed for performance evaluation. The number of 
elements (say n) and the number of bits in the maximum integer (say b) are the key facts in this time complexity 
analysis. Each case is tested with 20 sets of elements and the average (t) of execution times of these 20 sets is 
considered.  

Computing time is calculated for each of the following two cases:     

Case-1:  n varies, b is fixed. 
Case-2:  n is fixed, b varies 

A. Case-1:Time Over n with Fixed b 

In this case, time over n is calculated for two different instances of b – one, b is fixed as 4 and the other, fixed 
as 14, for varying n from 10 to 1,000,000 with the maximum of integer value being 14 (when 𝑏 = 4) and being 
9999 (when 𝑏 = 14). Time complexity for conventional radix sort, 𝑇𝑛 = 𝑂(𝑏𝑛). Therefore  𝑇𝑛 is proportional to 
𝑏𝑛 and thus b is proportional to 𝑇𝑛/𝑛 

TABLE I.  EXECUTION TIME FOR VARIOUS NUMBER OF ELEMENTS 

 

 

 

 

 

 

n 

Average time (t) of 20 sets each of size n t/n 

b = 4 b = 14 b = 4 b = 14 

10 18.2 21.7 1.82 2.17 

100 285.65 492.35 2.8565 4.9235 

1000 2952.15 7416.3 2.95215 7.4163 

10000 29578.1 95268.35 2.95781 9.526835 

100000 295874.25 1026028.9 2.9587425 10.260289 

1000000 2958931.2 10326042.15 2.9589312 10.32604215 

a:array with elements that will be sorted. 

d: most significant set(1) bit of max. 

maxbit: the most significant non-zero bit of maximum on the previous stage, initialized with 31. 

 

DDSMax ( f, l, maxbit ) { 

 i =f 

 j =l-1 

 size= l-f 

 max = MaxAtStep(f,l,maxbit) 

 d = Maxbit(max) 

 if (( size>1)  and (d≥0)) { 

  while ( i< j) { 

   while ((i<j )  and ! IsBitSet(𝑎𝑖,d)))      i=i+1  

   while ((i< j)  and IsBitSet(𝑎𝑗,d)))       j =j-1 

   if ( i< j) { 

    swap( 𝑎𝑖,𝑎𝑗) 

    j =j-1    

   }  endIf  

  } endWhile 

} endIf                             

 if !IsBitSet(𝑎𝑖, d)       i = i+1 

 DDSMax (f,i,d) 

 DDSMax (i,l,d) 

} 



226 
 

The graph 𝑡/𝑛 vs n, with 𝑏 =  4 (a), and 𝑏 =  14(b) is shown below:  

Figure 3. t/n versus n with b=4 (a) and b = 14 (b) 

According to the above graph, (a), the value 𝑡/𝑛is less than b. It increases linearly until 𝑛 = 100 and 
stabilises reaching 3. When 𝑏 = 14,𝑡/𝑛 is also less than b, but it stays constant at 10 nearly by 𝑛 > 10000. 
According to these results, we get a constant value for 𝑡/𝑛(<  𝑏) when the number of elements (n) goes beyond 
a particular value depending on b. Let us call this critical value Mb. 

When𝑛 > 𝑀𝑏, 𝑡/𝑛 is limited to some constant (say 𝑐1). 

𝑡

𝑛
= 𝑐1        (< 𝑏)           (3) 

This is possible when equivalent values are greater with unchangeable maximum value over n. That is a 
valuable reason for the constant, 𝑐1.  

When 𝑛 < 𝑀𝑏,  

𝑡

𝑛
= 𝑓(𝑛)        (< 𝑏)          (4) 

So,       𝑓(𝑛) = 𝑘𝑛 

B. Case-2: Time Over b with Fixed n 

Table 2 Time for Different Values of b with Fixed 𝑛 = 1000 

TABLE II.  TIME VERSUS THE NUMBER OF BITS 

Max b T t/n 

10 4 2794.2 2.7942 

100 7 5150.55 5.15055 

1000 10 6689.35 6.68935 

10000 14 7435.35 7.43535 

100000 17 7428.15 7.42815 

1000000 20 7223.5 7.2235 

10000000 24 7558.25 7.55825 

 

A graph for t/n versus number of bits b is shown below:  

 
Figure 4. t/n versus b with fixed n=1000 
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The time maintains at nearly 7.5 over𝑏 = 10 that is less than b. 

𝑛 < 𝑀𝑏,  

𝑡

𝑛
= 𝑐2        (< 𝑏)             (5) 

In general, from these analyses, 𝑡/𝑛 significantly and sharply increased until n is nearly equal to the maximum 
value. Then it stays at a constant. In this case, our approach achieves excellent performance.  

C. Achivement Over Conventional Method 

The time taken to sort the elements is reduced significantly using this novel approach. The time ratio between 
this novel approach and conventional method is analysed over the number of elements, n. Figure 5 shows this 
comparison with b= 4. 

 

 

Figure 5. Comparison of t/n of this novel approach and conventional method 

We achieved a prominent performance on the radix sort using this novel approach. This reduces the execution 
time nearly 25%.  

IV. CONCLUSION 

A better performance radix sort is implemented with a novel approach. This approach successfully overcame 
the drawbacks: greater time taken by sorting technique used inside of the radix sort and less flexibility. It also 
provides linear time complexity 𝑂(𝑐𝑛) with 𝑐 < 𝑏. This novel approach is ideal for elements of wide range. 
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